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Abstract

Geomagnetically induced currents (GIC) can drive =
power outages and damage power grid 5-6Aug2011fE L I\ 17-18 Mar 2015 17-18 Mar 2013

components while also affecting pipelines and train
systems. Developing the ability to predict local GICs
is important to protecting infrastructure and
limiting the impact of geomagnetic storms on
public safety and the economy. While GIC data is
not readily available, variations in the magnetic
field, dB/dt, measured by ground magnetometers
can be used as a proxy for GICs. We are developing
a set of neural networks to predict the east and
north components of the magnetic field, B; and By,
from which the horizontal component, By, and its
variation in time, dBy/dt, are calculated. We apply
two techniques for time series analysis to study the| -,
connection of solar wind and interplanetary
magnetic field properties obtained from the OMNI
dataset to the ground magnetic field perturbations.
The analysis techniques include a feed-forward
artificial neural network (ANN) and a long-short
term memory (LSTM) neural network. Here we
present a comparison of both models’ performance
when predicting the By component of the Ottawa
(OTT) ground magnetometer for the year 2011 and
2015 and then when attempting to reconstruct the
time series of By for two geomagnetic storms that
occurred on 5 August 2011 and 17 March 2015. Mﬂm l
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Ottawa (OTT) station from the years 1995-
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2010 were used. A full linear interpolation q . . ; T
was done on the missing data poing. « Each storm interval is divided into 20- Pulkkinen s There Is some z?1b1.11ty for each O_f the models
- Artificial Neural Network (ANN) and Long min windows, within which the 18 42 66 9 18 42 66 90 to ptreilcz_the tltrl'?lng}?f‘_}rlr'lagrt;?lt'ltc field .
; ; erturbations, thou is ability is no
Short-Term Memory (LSTM) models were maximum  measured dBp/dt is pertu tently bett fg ith ycl 1
trained in Tensorflow-Keras. determined to see whether it crosses| 2011Stom ANNPOD 033 000 — — 050 050 — — consistently better for either mode
* The input feature vector includes solar threshold values of 18, 42, 66, and 90 LSIMPOD 1006 000 — = G0 000 = - betw_een the storms and neither is able to
wind speed (V, Vx, Vi, Vz), IMF (B, Bx, By, nT/min. ANNPFD 002 000 000 000 002 003 0.03 001 predict _the magnitude of the eqhancements
Bz), proton density, dynamic pressure,| |* The modeled dBy/dt is calculated with LSTMPFD 008 000 — — 000 000 — - or predict enhancements later in the storm.
temperature and solar wind electric field two methods described by Pulkinnen ANNPC 083 097 100 100 090 096 097 099 * Validation metrics indicate that the LSTM is
using a 1-min cadence for the first 12 et al, 2013 and T6th et al, 2014, LSTMPC 085 097 1.00 100 084 097 1.00 1.0 barely more skilled than random or
preceding minutes (ie, up to t - 12) plus respectively: ANNHSS 041 000 — — 058 087 — — constant predictions, and that using an
1g-m1n avecrlages over the previous 2 hourz N T T LSTMHSS 043 000 — — 000 000 — — e.mpiri?al .fitting improves HSS as it does for
Zo ;(I\%{'?‘vaalrl?gsgngetl\o/gnett)ignslrilrglgillli‘gg dallo (E)H “NTar TTar 2015Stom ANNPOD  0.09 0.00 0.00 000 069 077 0.00 0.0 first principles-based models.
ensure a cyclical dependence over the - s \LO%n7 LSTMPOD 0.13 0.41 020 000 038 033 020 0.0 Further information
Earth’s ro;atlgn ﬁnd lso_lar dzenlth gngle asla : (E)H = (M) S /L\gTNMP;ED 28(3 ggg 283 ggg glz 2(1)2 832 gg MAGICIAN Team Posters at this workshop: Connor (2),
Eg;’;(gnal?ty oth latitude and yearly| |. Thege values are used to determine the & o ; ol weliosiiionaininganiboe Coughlan (53)
. o : ANN P 73 092 095 098 082 086 095 O.
. fThi outputt;/lahies 'II‘S erlc%t iné:}ude;cl as an input g;gg:gﬂ;g . fOffalsede;eeigcotri)on ((T;(F)g%' LSTMPG 071 086 090 092 068 087 094 098 This work is Funded by NSF EPSCoR Award 0IA-1920965
eature in the or direct comparison ’
to the ANN. We also want to determﬁne the percentage correct (PC), and Heidke ANNHSS  0.13 000 000 000 056 042 000 000 Keesee AM, Pinto V, Coughlan M, Lennox C, Mahmud MS and
iTi i i Skill Score (HSS). LSTMHSS 0.09 004 0.10 000 0.19 023 0.19 0.00 Connor HK (2020) Front. Astron. Space Sci. 7:550874. doi:
ability for a forecasting model, requiring a ( ) 10.3380/fspas. 2020550874

time delay for the model input. Four threshold values in nT/min are used.




